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Â άLƴ ŀŎǘƛǾŜ ƭŜŀǊƴƛƴƎΣ ǎǘǳŘŜƴǘǎ ǇŀǊǘƛŎƛǇŀǘŜ ƛƴ ǘƘŜ ǇǊƻŎŜǎǎ 
and students participate when they are doing 
something besides passively listening. It is a model of 
instruction or an education action that gives the 
ǊŜǎǇƻƴǎƛōƛƭƛǘȅ ƻŦ ƭŜŀǊƴƛƴƎ ǘƻ ƭŜŀǊƴŜǊǎ ǘƘŜƳǎŜƭǾŜǎΦά

Â Basic idea has been transferred to Machine Learning 
and Data Mining Community (Cohn, 1994) where the 
main idea was to give responsibility to the model itself 
with which data samples it should be further learned in 
order to be (self-)improved.

Quote  (C. Bonwell and J. Eison. 1991)
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ÂMotivation and Problem Discussion

Â PrincipalWorkFlow of AL Scenarios

Â State-of-the-Art 1: Overviewof Methodsfor
Adaptive Models (basedon ClassicalIncr. Learning) 

Â State-of-the-Art 2: On-line Active Learning with 
Evolving (Fuzzy) Systems

ÃBasics of Evolving Modeling from Streams

ÃSingle pass selection concepts for Evolving Classification 
Problems

ÃSingle pass selection concepts for Evolving Regression 
Problems 

Â Applicationsof On-line ActiveLearning

Overview 
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Data Streams ςCharacterization
(Gama, 2010)

Â The data samples or data blocks are continuously arriving on-
line over time
Ã Requires fast update of model parameters and structures

Â The data samples are arriving in a specific order, over which 
the system has no control.
Ã Requires robust evolving methods 

Â Data streams are usually not bounded in a size
Ã Requires open-loop adaptivity, incremental learning 

Â Once a data sample/block is processed, it is usually discarded 
immediately, afterwards
Ã Requires single-pass learning capability

Â Changing characteristics over time (target concept change, 
several types of drifts)
Ã Requires increased flexibility (forgetting of older concepts)
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ÁIncrementality:accounts for a step-wise (sample or block) 
processing of data and model building over time 

ÁSingle-Pass Capability: omits time-intensive re-training 
cycles; new sample/buffer is loaded, sent into the incremental 
learning engine and discarded, afterwards)

ÁAdaptivity: accounts for (recursively) adapting parameters 
and structures with newly loaded samples within incremental 
learning steps

ÁFlexibility: forgetting,  outdating of older learned concepts 
over time

Adaptive Models - Characterization
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Evolving = Evolutionary

Evolving Systems - Characterization

Genetic operators working in fully 

batch mode, iteratively over the 

same data set multiple times
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Evolving Systems - Characterization

ÁAdaptive Models Characteristic (see previous slide)

Á+ Evolvingproperty: structural components (e.g., 
rules, neurons, leaves) are added on demand and on 
the fly due to new system states, operating 
conditions etc. 

Á=> Real knowledge expansion takes place 



Dr. Edwin Lughofer http://www.flll.jku.at/staff/edwin

α!ŘŀǇǘƛǾŜ ǾǎΦ 9ǾƻƭǾƛƴƎά LƭƭǳǎǘǊŀǘƛƻƴ 

Adaptive Case

Evolving Case

Adaptive case
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Â Similar reasons as in case of classical, batch 
processing 

Â + Necessity for active learning becomes even more 
demanding because:
Ã Models have to be updated regularly, typicallyin fast manner 

with low lags, in order to cope with changing system dynamic and 
non-stationary environments (reflected in the streams) and with 
the real-time demands => target values required to avoid 
unsupervised adaptation

Ã Target values may be cost-intensive to measure (sensor wear) or 
to retrieve from users/experts (classification case)

Ã Getting feedback from operators is even more expensive and 
uneconomic than in the batch, off-line case: user/operator is 
disturbed from his main business significantly when feedback on 
each single sample is requested! 

Motivation for On-line AL 
(even stronger than in batch case)
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Principal Workflow for On-line (vs. Off-line) AL 
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Methods for Adaptive Models - Overview

Properties 
Å Data Pre-Processing: single-pass vs. sliding windows vs. re-training

Å Regression or Classification Approach ? => all are for Classification, 2 for multi

Å Sampling Type:  uncertainty vs. probability vs. commitee-based

Å Model Architecture: perceptron, SVMs, Baysian, nearest neighbor

Å Decremental AL embedded ?

Å Thresholding: fixed vs. dynamic vs none

Å Distribution assumption: 1 requires uniform samples, but all others have no

assumption
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Â PER-AL = Perceptron-BasedActiveLearning 
S. Dasgupta, A.T. Kalai, andC. Monteleoni, JMLR, 2009

Ã Linear classifier

Ã AL basedon uncertainty, measuredin termsof abs(v_t*x)

Ã Update rule according to the "Reflection" concept

Â Per-AL-Ext = Extended Version of above
Ã Four different variants for classifier update

Ã Bernoulli-based sample selection

Â LO-SVMs = Linear On-line SVMs 
D. Sculley. Online active learning methods for fast label ecientspam ltering. In Proc. Of the Fourth Conference on Email and 

AntiSpam, Mountain View, California, 2007.

Ã Re-training of SVMs which may be slow

Ã Three selection variant: logistic + fixed margin sampling

Â LASVM = Linear Adaptive Support VectorMachines 
A. Bordes, S. Ertekin, J. Weston, and L. Bottou. Fast kernel classierswith online and active learning. Journal of Machine Learning Research, 
6:1579{1619, 2005.

Ã On-line kernelclassifierwith adaptive supportvectors(but no evolution
of newones, selectionby strongestminimaxgradient

Incrementally Adaptive Methods (Examples) 

Hyper-plane

Parameter of 

Bernoulli rand. Var.

Approaching 0 => 

sample more likely 

to be selected, 

omitting fixed 

threshold param as 

in Per-AL
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Incrementally Adaptive Methods (Examples) 

OAL-DSC = On-line Active Learning with Dynamic Selection Criteria
Z. Ferdowsi, R. Ghani, and R. Settimi, ICDM, 2013

Can be Any 

Type of 

Classifier
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Â Current Adaptive Methods address uncertainty in two 
ways:
Ã Closeness to the decision boundary (based on expected error 
ǊŜƎƛƻƴΣ ƭƛƪŜƭƛƘƻƻŘ ŦƻǊ ŀ ŎŜǊǘŀƛƴ ƻǳǘǇǳǘ ŎƭŀǎǎΣ Χύ

Ã Disagreement degree among model ensembles 

Â Uncertainty due to Novelty Content is hardly addressed

Â => AL with Evolving Models to address Novelty Content in a 
Natural Way (due to their explorative nature)

Â => Recall Figure 
from  before

Motivation 

Samples 

with 

significant 

novelty 

content
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Evolving Modeling Key Steps 

(Single-pass) AL should select 

samples to be loaded

Checks for novelty content, can be also used for 

sample selection (in unsupervised form)
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ÂFuzzy rule-based models:
Ã Universal Appoximators 

Ã Strong Support of Many EFS Approaches in Literature 

Ã Offering Linguistic Insights into System Behaviors / 
Models  

Model Architecture Employed 

Example for 

Residential 

Premise 

Prices

Readable rules

Book 

chapter 

about 32+ 

methods
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Â Mamdani (Mamdani, Assilian, FSS, 1977)

Ã :  fuzzy set 

Â Sugeno 
Ã :  singleton numerical (real) value 

Â Takagi-Sugeno(Takagi and Sugeno, IEEE SMC, 1985)

Ã : linear function (hyperplane) 

Â Takagi-Sugeno-Kang (Sugeno and Kang, FSS, 1988)

Ã : polynomial functions, Gamma, Kernels (local SVM)

Â Generalized Takagi-Sugeno ςnon-axis parallel contours! New 

development in Lemos Gomide et al., IEEE TFS, 2011

Ã Antecedent part is a multidimensional kernel, e.g. 

Covariance 

Matrix

Arbitrary many ANDs

Fuzzy Rules Definition for Regression 

used in the AL 

approach by 

Cernuda, Lughofer 

et al. 2014  and 2016

used in the AL 

approach by 

Lughofer, 

FUZZ-IEEE 2015
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ÂDefinition of ClassicalFuzzyRules:

ÂDefinition of Extended FuzzyRules:

Â Also Usedin All-Pairs Scheme(bin. class-pairs)

Fuzzy Rules Definition for Classification

Class Label Linguistic Terms: formally represented by fuzzy 

sets => granulation into local regions (one rule 

defines a local region in the feature space where 

Class = 3 is most likely)

Certainty information: can indicate class overlaps in 

rule (local region) when being similar among classes

used in the AL 

approach by 

Lughofer, ES, 2012
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All-Pairs (AP) EFC for Multi-Class Classification 
Problems (Lughofer and Buchtala, IEEE TFS, 2013)

Â Idea: Decomposition of (large-scale) multi-classification problem into 
several (K*(K-1)/2) smaller binary classification problems 

Â => Decision Boundaries easier and faster to learn (theoretical complexity 
for updates lower) (Lughofer and Buchtala, IEEE TFS, 2013)  

Â => AP EFC may out-perform Single Model EFC and One-vs-Rest Multi-

Model EFC(Angelov and Lughofer, 2008) by up-to 10% classification accuracy
(Lughofer and Buchtala, IEEE TFS 2013) 

Â Preference relation matrix:
storing preference degrees for class
ƪ ƻǾŜǊ ƭΣ ƪΣƭҐмΣΧΣYΣ ƪҐƭ ŦƻǊ ǉǳŜǊȅ Ǉƻƛƴǘ 

Â Final class response by scoring: 

Training procedure

Reciprocal confidences:
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Â Based on Conflict and Ignorance 
Concepts:

Single-Pass AL for Classification Problems
(Lughofer, Evolving Systems, 2012) ςindependent from the EFS learning engine used

Membership degree 

to nearest rule with 

majority class m

For All-Pairs:

Version Space

Membership degree to 

second nearest rule 

with different majority 

class m*


