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E Quote (C. Bonwell and J. Eison. 1991)

FUZZY.LOGIC.LAB.LINZ

AaLY | OUAQGS €SFNYAyYy3IZ &0dzR:
and students participate when they are doing
something besides passively listening. It is a model of
Instruction or an education action that gives the
NBalLR2yairortAadge 2F {SIFNYAY.

A Basic idea has been transferred to Machine Learning
and Data Mining Community (Cohn, 1994) where the
main idea was to give responsibility to the model itself
with which data samples it should be further learned In
order to be (seHimproved.
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E Overview

A Motivation and ProblemDiscussion
A PrincipalWorkFlowof AL Scenarios

A State-of-the-Art 1: Overviewof Methodsfor
Adaptive Modelsl{asedon Classicalncr. Learning)

A State-of-the-Art 2: Online Active Learning with
Evolving (Fuzzyyystems
A Basics of Evolving Modeling from Streams
A Single pass selection concepts for Evolving Classificat

Problems
A Single pass selection concepts for EvolRegression

Problems
A Applicationsof On-line Active Learning
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E Data Streamg Characterization

(Gama, 2010)

The data samples or data blocks are continuously arrivia
line over time

A Requires fast update of model parameters and structures
The data samples are arriving in a specific order, over w
the system has no control.

A Requires robust evolving methods

Data streams are usually not bounded in a size
A Requires ope#ioop adaptivity, incremental learning

Once a data sample/block is processed, it is usually disc
Immediately, afterwards

A Requires singlpass learning capability
Changing characteristics over time (target concept chang
several types of drifts)
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A Requires increased flexibility (forgetting of older concepts)
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E Adaptive Models- Characterization

Alncrementality: accounts for a steise (sample or block)
processing of data and model building over time

ASinglePass Capability: omits timetensive retraining
cycles;new sample/buffer is loaded, sent into the increment
learning engine and discarded, afterwards)

AAdaptivity: accounts for (recursively) adapting parameters

and structures with newly loaded samplghin incremental
learning steps

AFlexibility: forgetting, outdating of older learned concepts
over time
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E Evolving SystemsCharacterization

Evolving/= Evolutionary

Genetic operators working in fully
batch mode, iteratively over the
same data set multiple times
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E Evolving SystemsCharacterization

A Adaptive Models Characteristic (see previous slid

A+ Evolvingproperty: structural components (e.g.,
rules, neurons, leaves)ye added on demand and on
the fly due to new system states, operating
conditions etc.

A=>Real knowledge expansiotakes place
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A Case 3: new data denoting new
knowledge => evolve a new
structural component (cluster)
. New cluster contour
Adaptive Case old cluster . h
Old cluster Updated cluster
mjm ar contour
y /
# Case 1: new
..: samples fit into
n/ the structure => Case 2: difference in data )
- model (cluster) distribution => evolve a Evolvmg Case
refinement Old cluster new structural component
CG ntDur ’..ﬂ' {CIHSterJ ! W Center New Data Distributionin
1 . q ::Lg;;svsomput) ?rg:t 0ld Data Distributi
]
8, New cluster _
. Updated Regression Curve
1" ! Cﬂ'ﬂtﬂ'ur N >4 using Life-Long Learning
. o Dld Sam ples Sk B ::)-r;ginal Regression Curve
@ New Data Distribution (Drift in the Mean)
m .. New Sample(s)
>
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Motivation for On-line AL
s (even stronger than in batch case)

A Similar reasonss in case of classical, batch
processing

A + Necessity for active learningecomes even more
demandng because:

A Modelshave to be updated regulariftypicallyin fast manner
with low lags, in order to cope with changing system dynamic ar
non-stationary environments (reflected in the streams) and with
the reattime demands => target values required to avoid
unsupervised adaptation

Target values may be costitensiveto measure (sensor wear) or
to retrieve from users/experts (classification case)

Getting feedback from operatorss even more expensive and
uneconomic than in the batch, elihe caseuser/operator is
disturbed from his main business significantiyhen feedback on
each single sample is requested!

p2!

p2!
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= Principal Workflow for ORline (vs. Offline) AL

Batch Off-line Active Ne;l;lo?:ta On-line Active
Learning Workflow Learning Workflow
Pool of Stream
Unlabelled
Data Samples v Pass to On-line
Predict System, Show
Target Value to Operator
s Curren l '
| sample [ 1 Model On-line
Pool of Selector D Active «— Model
Labelled Selection
Samples v
‘k Selected
Data
Yes v Ves
= Retrain
Model
Operator /
Expert
New Samples tobe
JTrue Sample Labels
No Update Model,
Empty Buffer
‘ ]

Ml IXU

JOHANNES KEPLER
UNIVERSITAT LINZ

Dr. EdwirLughofer  http://www.flll.jku.at/staff/edwin



E Methods for Adaptive Models Overview

FUZZY.LOGIC.LAB.LINZ

|
State-of-the-art methods for online active learning and their properties (as indicated in the columns).
‘ Method [Ref] I Data Process. | Regr./Class. I Sampling Type I Model Arch. | Decrement. I Thresholding Distrib. Assump.
PER-AL [21] Single-pass C (bin) Uncertainty Perceptron No Dyn. Decrease Uniform
(exp. error region) (linear) (error region shrink)
PER-AL-Ext [16] Single-pass C (bin) Probpability Perceptron No None None
(fixed or adaptive) (linear)
LO-SVMs [83] Re-training C (bin) Uncertainty SVMs Yes Fixed None
(poorly classified) (linear) (slid. window)
LASVM [7] Window C (bin) Three variants SVMs No None None
(random samples) (grad., distance, random search) (best out of window)
OAL-BP [18] Single-pass C (bin) Probability Bayesian No Dynamic None
(fixed) (linear) (based on func. value) None
Slide-NN [41] Window C (multi) Uncertainty Nearest Neighbors Yes Fixed None
(distance to boundary)
OAL-IC [25] Re-training C (multi) Committee-Based Any type No None None
(different sel. strategies)

Properties

Data Pre-Processing: single-pass vs. sliding windows vs. re-training

Regression or Classification Approach ? => all are for Classification, 2 for multi
Sampling Type: uncertainty vs. probability vs. commitee-based

Model Architecture: perceptron, SVMs, Baysian, nearest neighbor

Decremental AL embedded ?

Thresholding: fixed vs. dynamic vs none

Distribution assumption: 1 requires uniform samples, but all others have no
assumption

Too J>o T To To o I
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Incrementally Adaptive Methods (Examples)

A PERAL=PerceptrorBasedActiveLearning

S DasguptaA.T Kalaj and C.Monteleoni, JMLR, 2009 Hyper-plane
A Linearclassifier f

A ALbasedon uncertainty, measuredn termsof abgv_t*x)
A Updaterule accordingo the "Reflectiori concept

A PerAlL-Ext = Extended Version of above
A Four different variants for classifier update_— parm e var
A Bernoulltbased sample selectic; /(b+Tpe]), Pe = Ve * F Approaching 0 =>

A LOSVMs= Linear O#ine SVMs ‘\ sample more likely
D. Sculley Online active learning methods for fast labelentspamitering. In ProcOf the Fourth Conference on E”@ﬂﬁ’ﬂmg fixed '
AntiSpam Mountain View, California, 2007. threshold param as

A Retraining of SVMs which may be slow in Per-AL
A Three selection variant: logistic + fixed margin sampling

A LASVM = Line#&daptiveSupportVectorMachines

A. Bordes S.Ertekin J. Weston, and Bottou. Fast kernetlassiersvith online andactive learningJournal of Machine Learning Research,
6:1579{1619, 2005.

A Online kernelclassifiewith adaptivesupportvectors(but no evolution

of new ones selectionby strongestminimaxgradient J'
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E Incrementally Adaptive Methods (Examples)

FUZZY.LOGIC.LAB.LINZ

OAL-DSC = On-line Active Learning with Dynamic Selection Criteria
Z. Ferdowsi, R. Ghani, and R. Settimi, ICDM, 2013

Labelled /

Samples
seen so far /
Y

Selected .
> 5 1 Samples Self-Label—» Tr? l.n -
(uncertainty) 1SS 1 A Classifier 1

Can be Any
Type of
— Classifier

Y
1SS 2 Selected Teain
(density) samples elftaber—n Classifier 2
ISS 2 A ool
New Data Calculate Mean Score Elicit Classifier with
Chunk > onTopk%from  Mp highest Mean Score
X ,New Data Chunk” Overall (1-4)
1SS 3 Selected Train
(hybrid) Samples Self Label—| Classifier 3 [
Y 1SS 3 A a
A 4
Show Selected
v Samples by
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E Motivation

A Current Adaptive Methodsddress uncertainty in two
ways:

A Closeness to the decision boundaflyased on expected error
NEIAZ2YS tA1SEAK22R FT2NJ I OSNJI

A Disagreement degree among model ensembles
A Uncertainty due toNovelty Contents hardly addressed

A => AL with Evolving Modets address Novelty Content in
Natural Way(due to their explorative nature)

— > : Case 3: new data denoting new
- e C a I g u re knowledge => evolve a new

structural component (cluster)

>

New cluster contour

from before B

Old cluster Updated cluster

/
11
contour pE— ‘h =,' \ Samp|eS
j / s with
T S —— significant
B samples fit into

..,' the structure => Case 2: difference in data n Ovelty

i model (cluster) distribution => evolve a content

refinement Old cluster w structural component

‘m .?
B, New cluster
/./ contour
® .. Old Samples

m ... New Sample(s) Tics J ! U
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E Evolving Modeling Key Steps

FUZZY.LOGIC.LAB.LINZ

Key Steps in an Evolving Modeling Engine (Single-pass) AL should select

(1) Load new data sample &~ < samples to be loaded

(2) Pre-process data sample (e.g. normalization)

(3) If model structure is empty, initialize the first component with its center to the data
sample ¢ = 7 and its spread (range of influence) to some small value; goto Step (1).

(4) Else, perform the following steps (5-10):

(5) Check iffcomponent evolution criteria jare fulfilled (this corresponds to knowledge
expansion and makes it evolvz'ng) Checks for no_velty_ content, can be also used for
(a) If yes, evolve a new component and perform b%%[gp g% g%lglgt@r} ?Q\r?t ont i 1%(6)?1£ 1%2))11).
(b) If no, proceed with next step.

(6) Set forgetting factor appropriately to account for the current system dynamics (reflected
in drifts in the data); this steers the flexibility of subsequent model updates (high
forgetting — high model flexibility, no forgetting — classical lifelong learning).

(7) (only in case of fuzzy models: update antecedents parts of (some or all) components).

(8) Update parameters of (some or all) components.

(9) Check if the component pruning/merging criteria are fulfilled (this corresponds to
knowledge contraction and makes it evolving, too):

(a) If yes, prune or merge components; goto Step (1).

(b) If no, proceed with next step.
(10) Optional: Perform corrections of parameters towards more optimality.
(11) Goto Step (1).
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E Model Architecture Employed

FUZZY.LOGIC.LAB.LINZ

HANDBOOK on
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Models

Centre and the output variable Price (f)

}//" /‘\ \
Y X \
e =—NiGaeee e -

input Variable Storeps’

Low MEDUM WoH
== Input Variable ‘AREA" — =
FEW AVERAGE MANY
e for
tial S
VeryCLOSE  CLOSE MadiumDIST FAR
h:v-;w

A Fuzzy rulebased models:
A Universal Appoximators

Outpet Variabie Price’

Figure 1, Fuzzy partitions for the five input variables (a) to (e): Area, Age, Storey, Rooms,

Ingut Variabie Rooms’

Figure 2. Fuzzy partitions for the two input variables Storeys and Rooms when not using any
merging/pruning optionin FLEXFIS — compare with those in Figure 1.
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A Strong Support of Many EFS Approaches in Literatufe
A Offering Linguistic Insights into System Behaviors / 8ok

chapter
about 32+

Readable rules methods

Rule 1: If Area is LOW and Age is NEW and Storeys is AV and Rooms is FEW and Centre is CLOSE
Then Price is LOW

Rule 2: If Area is LOW and Age is VeryNEW and Storeys is MANY and Rooms is FEW and Centre is CLOSE
Then Price is LOW

Rule 3: If Area is LOW and Age is NEW and Storeys is AV and Rooms is USUAL and Centre is CLOSE
Then Price is LOW

Rule 4: If Area is LOW and Age is OLD and Storeys is AV and Rooms is FEW and Centre is CLOSE
Then Price is LOW

Rule 5: If Area is LOW and Age is NEW and Storeys is FEW and Rooms is FEW and Centre is FAR
Then Price is LOW

Rule 6: If Area is LOW and Age is MEDIUM and Storeys is MANY and Rooms is FEW and Centre is VeryCLOSE
Then Price is MEDIUM

Rule 7: If Area is MEDIUM and Age is NEW and Storeys is FEW and Rooms is USUAL and Centre is MEDIUMDis
Then Price is MEDIUM

Rule 8: If Area is HIGH and Age is MEDIUM and Storeys is AV and Rooms is MANY and Centre is CLOSE
Then Price is HIGH

Rule 9: If Area is MEDIUM and Age is MEDIUM and Storeys is AV and Rooms is USUAL and Centre is CLOSE
Then Price is HIGH
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E Fuzzy Rules Definition for Regression

Arbitrary many ANDs
Rule; : IF (z1 IS pi1) AND...AND (z, IS pip) THEN [; IS &;

Mamdani(Mamdani, Assilian, FSS, 1977)
®;  : fuzzy set

sSugeno

®; . singleton numerical (real) value g
TakagiSugenqTakagi and Sugeno, IEEE SMC, 19855 o ¥ 1orer

®, :linear function (hyperplane) etal 2014 and 2016
TakagiSugeneKang(Sugeno and Kang, FSS, 1988)  usedintheAL

approach b
. . polynomial functions, Gamma, Kernels (loc FEghofer, ’
A ZZ-IEEE 2015

Generalized Takagbugenaog non-axis parallel contourstew
development in Lemos Gomideal., IEEE TFS, 2011

A  Antecedent part is a multidimensional kernel, ¢exp(—(X —C,)ZZ. 7 (X -C)))
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E Fuzzy Rules Definition for Classification

A Definitionof ClassicalFuzzyRules:

IF x; is HIGH and x, is INTENSE and x3 is LOW,
THEN Class = 3,

/
Class Label Linguistic Terms: formally represented by fuzzy
sets => granulation into local regions (one rule
defines a local region in the feature space where
) o Class = 3 is most likely) Lsed in the AL
A Definitionof ExtendedFuzzyRules | approach by
< ughofer, ES, 2012

IF x; is HIGH and x», is INTENSE and x3 is LO
THEN Class = 1 (confi), Class =2 (cornifz), ., Class=K

(confk),
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All-Pairs (AP) EFC for Muffllass Classification
PrOblemS(Lughofer and Buchtala, IEEE TFS, 2013)

A ldea: Decomposition of (larggcale) multiclassification problem into
several (K*(KL)/2) smaller binary classification problems

Cr,i TK(XIC,Z) Xg,1 ={x|L(x) =kV L(x) =}
Training procedure

=> Decision Boundaries easier and faster to learn (theoretical comple
for updates lower)Lughofer and Buchtala, IEEE TFS, 2013)

=> AP EFC may guérform Single Model EFC and @rsRest Multi

Model EFGANngelov and Lughofer, 2008y upto 10% classification accura
(Lughofer and Buchtala, IEEE TFS 2013)

Preference relation matrix:
storing preference degrees for class i 5 g o
c[ 2 @ S NJ f/ Z ,1 z f r| M z R COIl. 2:1 | CO?l. 2:3 C‘OILOQ,K

A Final class response by scoring:

>

>

>

0 confia conf13 ... confi g

confi 1 confg o confi s ... 0

L = argmaxg—1... K(scorep = E con fi i+ )

. ) Reciprocal confidences: confk; = 1—confy
=% ... K/h]
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E SinglePass AL for Classification Probler

(Lughofer, Evolving Systems, 2012independent from the EFS learning engine used
A Based orConflict and Ignorance

Membership degree to

Membership degree second nearest rule
CO n Ce ptS to r!ea}rest rule with with different majority
majority class m class m*

N

For All-Pairs:

Version Space
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